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Exercise 1.
Consider the following activation function (the sigmoid function):

ϕ(t) :=
1

1 + e−c·t
,

where c is any positive real constant.

(a) Compute ϕ(0), lim
t→−∞

ϕ(t) and lim
t→∞

ϕ(t). Draw the graph of ϕ.

(b) How does the curve of ϕ(t) change depending on c?

(c) Show that the derivative of ϕ(t) with respect to t is given by: c · ϕ(t)[1− ϕ(t)].

Exercise 2.
Consider yet another sigmoidal function:

ϕ(t) :=
t√

1 + t2
.

(a) Compute ϕ(0), lim
t→−∞

ϕ(t) and lim
t→∞

ϕ(t). Draw the graph of ϕ.

(b) Show that the derivative of ϕ(t) is given by:
ϕ3(t)

t3
.

Exercise 3.
(Hesse normal form) We consider in Rn subsets of the form

H := {x ∈ Rn|wT · x = d} (1)

with fixed w ∈ Rn, d ∈ R.
(a) Recall from linear algebra , what a hyperplane in Rn is and how to describe it

algebraically as affine space of dimension n− 1. Prove then that sets of form (1)
are precisely the hyperplanes in Rn.

(b) If ‖w‖2 = 1 in equation (1) equals 1, then we obtain the Hesse normal form of
H. In this case, give a geometric interpretation of the w and d and prove that
your interpretation is correct.

Exercise 4.
Show that the Perceptron can solve the logical problems AND and OR (implement
the logical functions AND and OR), but it cannot solve XOR. Find a Feedforward−
network for solving the XOR problem.
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Exercise 5.
Consider the McCulloch-Pitts neuron with threshold parameter θ = 0, weights
w1, ..., wm and the bias b, which classifies correctly two finite pointsets C1 and C2.

(a) Draw the graph of this network and explain how it work and how can it classifies
a point x ∈ Rm.

(b) Show that the weights w1, ..., wm can be changed so that the bias gets the value
1, while all points from C1 ∪ C2 still to be correctly classified. Start with the
situation b = 0.
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