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ABSTRACT

In the present study, we focus on a new ap-
plication of the One-Dimensional Turbulence (ODT)
model to a temporally developing turbulent bound-
ary layer. Due to dimensionality reduction in ODT,
this model achieves major cost reductions as com-
pared to full 3D simulations and is, thus, able to ex-
plore large parameter regimes, which may be very
interesting for DNS. The model is fully and determ-
inistically resolved for the diffusion effects along a
1-D domain, while the turbulent advection effects are
represented by means of mapping events. Here, we
apply the model for the first time to incompressible
temporally developing turbulent boundary layers and
compare our results to DNS [1]]. We use no-slip and
impermeable boundary conditions at the top and the
bottom wall. We compare the velocity statistics i.e.
mean, root mean square and cross stresses to the re-
cent DNS data for Re;, = 500,1000,1500,2000. The
comparison suggests that ODT is capable to repro-
duce several DNS velocity statistics which makes
it an interesting tool to investigate higher Reynolds
numbers as well as passive and active scalars in the
future.
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NOMENCLATURE

099 [m] boundary layer thickness

Rey, [-] bulk Reynold’s number

U, [m/s] uniform velocity provided at
the bottom wall

U, [m/s] frictional velocity

Ve [m] viscous length scale

a [-] ODT model parameter- trans-
fer coeflicient

Pl [s7'm™2] ODT eddy rate

% [m?/s] kinematic viscosity

o [kg/m?®]  density of the fluid

T [s] ODT eddy turnover time

6 [m] momentum thickness

C [—] ODT model parameter- Tur-
bulence intensity

D [m] domain size

k [m] ODT kernel function

l [m] eddy size

u [m/s] velocity vector field

Z [-] ODT model parameter- vis-
cous cut-off

1.INTRODUCTION

Numerous applications of turbulent boundary
layers in the field of engineering and industry have
led to rigorous study over the last decades. The sim-
ulations of turbulent boundary layers at various dis-
crete Reynolds numbers have been carried out in [2]
using a special coordinate transformation of the gov-
erning equations. Later, some studies were carried
out in [3] using a temporal approach. The latter ap-
proach has been used to study compressible turbu-
lent boundary layers in [4]]. DNS of the incompress-
ible temporally developing turbulent boundary layer
is described in [1]] showing that temporally and spa-
tially developing boundary layers are similar in many
respects.

In this paper, we present a lower order simula-
tion approach, One-Dimensional Turbulence (ODT),
to investigate the incompressible temporally devel-
oping turbulent boundary layer. ODT achieves ma-
jor cost reduction, while covering the large Reynolds
number regime as compared to the full 3D simula-
tions. The distinctive feature of ODT, explained in
[S], is that the turbulent advection is represented by
a stochastic process modeling eddy motions via dis-
crete mappings. The diffusion effects are fully and
deterministically resolved along a 1-D domain. The
eddy size, the time, and the location of its occurrence
are chosen as a function of the local energy.

In a later study mesh adaption was implemen-
ted to further enhance the performance of the model
[6]. ODT has been applied to study channel flow



[6} [7] and has also been applied to investigate com-
plex problems like multi-physics and reacting flows
[8], and to study the radiatively induced entrain-
ment in stratiform clouds driven by cloud-top cool-
ing [9]. Recently, ODT was used to analyse the suc-
tion boundary layers by [10]. To simulate much more
complex flows and to remove restriction to one di-
mension, ODT is used as a subgrid model with LES
referred as ODTLES [[11]. These studies reveal that
the model has the capability to produce results com-
parable with DNS in various fields. In this paper,
we focus on a new application of the ODT model
to study incompressible temporally developing tur-
bulent boundary layers for the first time. The lat-
ter present a very good validation case for our model
as it is statistically one-dimensional. The outline of
the paper is the following. In Section 2, we discuss
the formulation of the ODT model and the simula-
tion set-up is provided in Section 3. In Section 4, we
discuss the results along with a parameter study in
Section 5. Our conclusions are presented in Section
6.

2.0DT

In this section the Governing Equation as well as
the key ingredients of ODT are summarized.

2.1. Governing Equations

In the present study, ODT models the time evolu-
tion of a turbulent 3D flow in a 1D subspace, aligned
with the wall-normal direction (y). The time evol-
ution of the instantaneous 3D velocity vector field
u(y, 1) is described as

du(y, 1) + EE[u(y, 1), yo,1] = voju(y, 1) = 0,P/p.
(D

In this equation, the first term represents the
evolution of the velocity field with respect to time ¢
and the second term, EE represents the advection and
the pressure effects resulting from the turbulent eddy
events. The first term on the right hand side represent
the viscous evolution of the flow and the second term
is the pressure gradient. Implementation of the eddy
events of size / involves the displacement of fluid ele-
ments to represent turbulent stirring motion and mod-
ifies the velocity profile from yy to y + . This allows
inter-component energy exchange. Finally, the ed-
dies that are consistent with a turbulent kinetic en-
ergy production mechanisms in the flow are selected.

2.2. Eddy implementation

Eddy events occur through the implementation
of triplet maps fulfilling the two fundamental require-
ments: 1) they are measure preserving, 2) they do not
introduce discontinuities. The triplet map essentially
takes a scalar profile in an eddy region and replaces
it with three copies of the original, each compressed
by a factor of three, with the middle copy inverted to

avoid the discontinuities. The mapping function f(y)
is defined as

30y = yo), Yo<y<yo+I/3
21-3(y—=y0), Yo+1/3<y<yo+2l/3
3y—yo) =2, yo+2l/]3<y<yo+1
= o), 0<y<ypny+I<y<D.

(@3]

fO) =yot

The mapped velocity field a(y,t) = a(f(y),1)
is modified using a kernel function as @(y,#) =
u(f(y), 1) + ck(y) to represent pressure scrambling ef-
fects, where ¢ is the coefficient vector and is calcu-
lated by integrating the change of kinetic energy in
a particular velocity component i due to eddy imple-
mentation over the y domain as

_P : 22
28 = 5 [ [utror0+ ko) ~utondy. @)

If this expression is negative, then energy is re-
moved from the component i and transferred to the
other two components j and k as
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The coefficient ¢ can be obtained by calculating
the maximum extractable energy by finding the min-
imum of Eq. (3) and then using Eq. (3) and () in the
equation.

2.3. Eddy selection

Mapping events are governed by an eddy rate
distribution, A(yo,l,t) specifying the number of ed-
dies in the size range [/, + dI], per unit length along
the y-coordinate during the time interval d¢. There-
fore, A should be proportional to the inverse square
eddy length and an inverse time such that

AL yo. 1) = (&)

C
Pr(l,yo,0)°

Here, 7 is related to the local flow state via en-
ergy considerations. To calculate 7, the kinetic en-
ergy of eddy turnover per unit mass (//7)* is equated
to the energy measure that is closely related to the
maximum extractable energy of all the components,
thus giving

1? 2 2 2 v
(; )~u1,K+u2’K+u3’K—Zl—2. (6)

The last term in Eq. (6) represents the viscous
penalty term used as a threshold for the low-energy
eddies.

2.4. ODT parameters

ODT is controlled by various model parameters
discussed in [5]. The model parameter Z is used
to suppress the small eddies below a certain energy



threshold, e.g for Z = 0, eddies smaller than the
Kolmogorow length scale are suppressed. This para-
meter increases the efficiency of the model for non
bounded flows. The parameter @, controls the ef-
ficiency of inter-component energy exchange. The
rate coefficient parameter, C controls the overall oc-
currence of the eddies and therefore the turbulent in-
tensity. Also, the parameters Ly,;,, L, and Ly, spe-
cify the minimum, most probable, and maximum al-
lowed eddy size to be sampled, respectively. How-
ever, these parameters do not influence the accuracy
of the output but only the efficiency of the model.
Large eddy suppression (LS) is another import-
ant feature introduced in [3] for the large eddies to
avoid large-scale anomaly. The occasional occur-
rence of the large eddy events may dominate the total
transport as their turnover time is more than the cur-
rent run time of the simulations and hence these ed-
dies should be avoided. There are different ways to
restrict such large eddies explained in detail in [5]].

3. SIMULATION SET-UP

The streamwise velocity component u has been
initialized using a hyperbolic tangent profile as done
for DNS analysis such that

U;, Uh d y
= — + — tanh 1-= 7
uo(y) I [z%( d)}, (7N

where O ~ 54v/U, and other velocity compon-
ents (v,w) are initialized to zero. All the constants
used in Eq. are taken from [1/] to make a bet-
ter comparison of the results. d = 107m is treated
as constant for the present simulations. The stream-
wise velocity profile at # = 0 and at # > 0 is depicted
in Figure [I] Dirichlet boundary conditions are used
at the top and the bottom wall (u = 0,v = 0,w = 0)
and (u = Up,v = 0, w = 0) respectively.

y y
®

Figure 1. Velocity (in m/s) profile along the do-
main y (in m) at (a) t=0 and (b) t>0.

The simulations are carried out for four bulk
Reynolds numbers (Re;=500,1000,1500,2000) on a
domain of D = 43,200, in units of v/U,, for all cases.
Rey, is proportional to the ratio of the velocity at the
bottom wall and viscosity, i.e. (Re, = Upd/v). An
explicit Euler solver with finite volume discretiza-
tion is used to solve the diffusion term and turbulent
advection effects are represented by means of map-
ping events. The code is fully parallelized running

on 1000 processors. The viscosity is 1.5 x 107 m?/s
and the pressure gradient is zero. The adaptive mesh
is used to carry out the simulation and static grid to
interpolate velocity values with 1500 grid points for
Rey,. Ly, is 25,920 (in units of v/ Uy), which is 60%
of the domain length to avoid large scale anomaly.
However, L,,;,, is different for all cases mentioned in
Table [I] and L, = 3L,,;,. After a detailed parametric
study, the model parameters used are C = 9, Z = 400,
@ = 2/3, and a two-thirds LS mechanism. Ay’
(smallest mesh element) and Ay, (maximum ele-
ment size) used for all the cases are summarized in
Table[T]along with other parameters.

Table 1. Parameters used for the simulation with
model parameter as C =9, Z = 400, a = 2/3, two-
thirds mechanism and L,,;, and L, are in units of

v/Up.
Rep, Ay,;in Ay;wx Lyin L,
500 0.141 9.88 33 99
1000 0.140 9.79 10 30
1500 0.126 8.79 5 15
2000 0.065 7.91 3 9

The main control parameter in our simulations is
Re;, and can be modified by changing U,. The ex-
act mode of transitions from laminar to turbulent is
also dependent on Rep. u; = +/7o/p where (19 =
—udu/dy o> 0) and y, = v/u, units used to scale the
results into viscous ’+’ units.

We also define the friction Reynolds number as
Re; = Odgou;/v, momentum Reynolds number as
Reg = U, /v and displacement Reynolds number as
Res,, = 099Uy /v for future reference.

4. RESULTS

In this section, the simulation results for differ-
ent Reynolds numbers are presented. All the profiles
presented are averaged across time window apart
from averaging over the number of simulations. This
is done to limit the effects of a single eddy on pro-
files of quantities and to get smooth statistics. The
same domain length and grid points are used for all
the simulation cases with the initial condition given
in Eq. (7). A detailed parametric analysis is conduc-
ted to study their influence on the statistics presented.
We have used C = 9, Z = 400, a = 2/3 and the two-
thirds LS mechanism.

Figure [2 illustrates the simulation set-up for
Re, = 500 at Rey = [260,798,1276,1721,2261]
and corresponding Re; = [76,348,599, 829, 1083]
from (i-v). It can be seen from the snapshots that for
Rey = 260, i.e. in the initial stage, the fluctuations
are less than higher Rey, but with time the turbulence
is propagated away from the wall and is increased for
higher Rey. On comparing these visualizations with
the different cases, it is found that the transition also
depends on Rey,. It is observed that for Re,=2000 the
transition starts earlier and is further enhanced with
time. However, the details of the transitions are not



captured by ODT.

Velocity (m/s)

Figure 2. Velocity contours with domain on
y-axis (m) and time corresponding to men-
tioned Rey on x-axis (t) for Re,=500 at (i-v)
Rey=[260,798,1276,1721,2261].

Figure [3] shows the streamwise mean velocity
profiles and root mean square velocity profiles at
Rey ~ 1968 for Reynolds number varied in the range
Re, = [500, 1000, 1500,2000]. Figure Eka) shows
the mean of the streamwise velocity as a function
of the wall-normal coordinate in viscous units. The
statistics are compared to DNS data reported in [1]
(shown in the plot using dashed curves). The figure
exhibits that, in the inner layer, i.e y* < 10, the velo-
city profile is independent of the Reynolds number,
while in the bulk, it increases slightly with Reynolds
number. Overall the profile agrees reasonably well
with the DNS data.

In Figure [3(b), the root mean square of the

normalized streamwise velocity component (i}, =

‘/u_Tz/ u;), as a function of normalized wall normal
coordinate is shown. The peaks are under predicted
compared to the DNS data. This ODT feature has
already been reported in the literature, and can be
avoided by retaining some 3D information of the
flow [12].

Figurﬂ (a) and (b) depicts the normalized cross
stresses (u’v'/u%) for Rey ~ 1968 and Rey ~ 2500, re-
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Figure 3. (a) Mean streamwise velocity profile and
(b) root mean square profile, as a function of wall
normal coordinate.

spectively. It can be seen from Figure [](a) that at
Rey ~ 1968 all the curves collapse fairly well ex-
cept for higher Reynolds numbers, i.e. Re,=2000.
However, when cross stresses are plotted for a later
instant at Reg ~ 2500 as shown in Figure E| (b), a
good collapse for all the Reynolds number including
Re,=2000 is observed. From this we can say that for
the given initial conditions in ODT, it takes slightly
longer to transition to a fully turbulent evolution than
in DNS. Also, it was reported in [10] that in case of a
suction boundary layer, ODT over predicts the cross
stresses compared to DNS. However, in the present
case for temporally developing turbulent boundary
layer, the cross stresses are in very good agreement
with DNS results from [[1]].

5. MODEL PARAMETERS

As explained earlier, ODT is governed by sev-
eral parameters. Therefore, it is very important to
calibrate the model parameters, in order to under-
stand the sensitivity of the model. This also confirms
the robustness of the results predicted for variation
of the model parameters. We will consider the res-
ults for variations of the ODT model parameters for
Re, = 1000 at Rey ~ 1968. For this paper, the res-
ults are presented for the model parameters such as
the viscous cut-off parameter (Sec. 5.1), the transfer
coeflicient (Sec. 5.2), turbulent intensity (Sec. 5.3),
and large eddy suppression (Sec. 5.4).
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Figure 4. Cross stresses displayed as a function of
wall normal coordinate at (a) Re, ~1968, and (b)
Rey ~2500.

5.1. Model parameter Z

This parameter is used to suppress the small ed-
dies to increase the performance of the model and is
introduced in Eq. (6). We have varied the Z value
in the range Z = [200, 400, 600] while keeping other
parameters constant i.e C = 9, @ = 2/3 and the two-
thirds LS mechanism. Figure [3]depicts the influence
of the parameter on (a) the streamwise velocity com-
ponent, (b) rms velocity profile and (c) cross stresses
as a function of wall normal coordinates.

It can be seen from Figure [3](a) that the change
of the Z parameter has no effect to the logarithmic
region. Although, the change from the linear region
towards the logarithmic region is highly influenced
by this parameter. When Z = 200, then there is an
earlier start of the buffer layer in the velocity profile
and opposite is observed for Z = 600. For Z = 400,
the profile is in good agreement with the DNS.

It is found from Figure [5](b) that the rms of the
streamwise velocity component is less sensitive to Z.
Only the peaks seem to vary slightly with Z. In Fig-
ure [5](c), cross stresses are displayed for the differ-
ent Z values. It is interesting to note that, while the
Z parameter showed a higher sensitivity to mean ve-
locity profile, its impact on cross stresses was almost
negligible.
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Figure 5. (a) Mean streamwise velocity pro-

file, (b) root mean square profile and (c) cross
stresses, as a function of wall normal coordinate
for Re;,=1000.

5.2. Model parameter «

This parameter is introduced in Eq. (4)) and con-
trols the exchange of the turbulent energy between
the three velocity components. The results for the
variation of a for Re, = 1000 at Reg ~ 1968 with
C =9, Z = 400 and the two-thirds suppression
method are displayed in Figure [6] for: (a) stream-
wise velocity component; (b) rms velocity, and (c)
cross stresses, as a function of wall normal coordin-
ate. The values for @ can be in the range ae[O0, 1],
with @ = 0,2/3,1 corresponding to no energy ex-
change, equipartition of energy among the velocity
components and the maximum energy exchange re-
spectively.



Figure [6](a) shows velocity statistics for @ = 0, 1
and 2/3. It can be clearly seen that when there is
maximum energy exchange (o = 1), there is a shift
of the buffer layer in the velocity profile and is the
opposite for @ = 0. The profile matches well with
the DNS results when there is equipartition of energy
among the velocity components i.e. when @ = 2/3 is
used.

It is found that unlike Z, « has influence on the
rms velocity profile as well, although the influence
is not very significant. As depicted in Figure [6] (b),
the peak amplitude is maximum when there is no en-
ergy exchange and is minimum for maximum energy
exchange. The amplitude increases from @ = 1 to
a = 0. Since « does not much influence the rms
amplitude but has a noticeable effect on the velocity
profile, @ = 2/3 was used for the present study. The
influence of this parameter on cross stresses was also
studied as shown in Figure E] (c) and it was found
that the cross stresses are not influenced for @ = 2/3
and 1 but in case of @ = 0, there are more fluctuations
than in the other two cases.

5.3. Model parameter C

The overall occurrence of the eddies is con-
trolled by the parameter C and is introduced in
Eq. (5). The simulations are carried out for three C
values i.e. C = [6,9,12]. The analysis is done for
Re, = 1000 at Rey ~ 1968. While analyzing the in-
fluence of C parameter, all other parameters are kept
constant as Z = 400, @ = 2/3 and the two-thirds sup-
pression mechanism. Figure [/]depicts the influence
of this parameter on (a) streamwise velocity, (b) rms
velocity profiles and (c) cross stresses as a function
of wall normal coordinates in viscous units.

It can be seen from the mean profile shown in
Figure [/| (a), that the slope of the velocity profile
in the logarithmic region is directly effected by C.
When the rate coeflicient is less i.e. C = 6, the ve-
locity profile tends towards a laminar profile. In this
case the level of turbulence is reduced due to imple-
mentation of less eddies. The behavior is just the
opposite for large C = 12. The profile is closer to the
DNS profile for C = 9.

The rms velocity is shown in Figure [/|(b). A
slight change in rms values is observed with this
parameter. The peak amplitude is higher for the
lower value of C and less for the higher value of C.
There is a slight decrease in the amplitude of rms val-
ues with increase in the value of C. As the parameter
influences the velocity profile to a higher degree the
value of C = 9 is used for the simulations. The cross
stresses for this parameter, shown in Figure (c), are
not much influenced and are in good agreement with
the DNS results for all three values of C.

5.4. Model parameter LS

To avoid large eddies, a Large Eddy Suppression
(LS) mechanism is used in different ways. The simu-
lations are performed for three different mechanisms,
(i) the eddies are allowed only when the simulation
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Figure 6. (a) Mean streamwise velocity pro-
file, (b) root mean square profile and (c) cross
stresses, as a function of wall normal coordinate
for Re,=1000.

elapsed time is greater than the eddy turnover time
(elapsed time mechanism), (ii) when shear associ-
ated with the eddy implementation is highly concen-
trated in a narrow position range and causes the in-
sertion of an eddy then this can be avoided by using
the two-thirds mechanism, and (iii) simply suppress
those eddies whose size exceeds a given fraction of
the domain size, referred as, frac domain.

Additionally, we have presented the results when
no eddy suppression mechanism is implemented (re-
ferred as none mechanism). The study is done for
Re, = 1000 at Rey ~ 1968. The influence of these
suppression mechanisms on (a) streamwise velocity,
(b) rms velocity and (c) cross stresses as a function
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(a) Mean streamwise velocity pro-

of wall normal coordinates have been presented in
Figure [§] While performing the simulations with

LS, all other parameters are kept constant as C = 9,
Z =400, and o = 2/3.

In the logarithmic region, there is no influence
of LS as shown in Figure |§| (a). The influence is ob-
served in the region y* > 20 and the velocity profile
agrees well with the DNS data for the two-thirds LS
mechanism. On the other hand, for the other two sup-
pression mechanisms and also when none suppres-
sion mechanism is implemented, the profile is under-
predicted compared to DNS. For the elapsed time the
profile in the buffer region is the same as the frac do-
main and none mechanism but is slightly different in
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Figure 8. (a) Mean streamwise velocity pro-

file, (b) root mean square profile, and (c) cross

stresses, as a function of wall normal coordinate
for Re;,=1000.

outer log region. The profiles with the frac domain
and none mechanism overlap with each other.

For rms profile, shown in Figure [§](b), elapsed
time, frac domain and none mechanism almost over-
lap with each other in the buffer region, while two-
thirds show slightly more amplitude. The curves are
under-predicted than DNS for all the cases. Frac
domain and none mechanism vary from other two
mechanisms in the outer region. Also, for cross
stresses, depicted in Figure |§| (c), these two mech-
anisms show deviation in the outer region. For two-
thirds mechanism, all velocity statistics fairly agree

with DNS, so this mechanism is used for the simula-
tions.



6. CONCLUSION

In the present study, the ODT model has been
applied for the first time to simulate the incom-
pressible temporally developing turbulent boundary
layer for various bulk Reynolds numbers as Re, =
[500, 1000, 1500, 2000]. ODT uses a stochastic pro-
cess for turbulent transport based on the energy con-
servation principle. The results are compared with
DNS [1]. We have presented the velocity statistics
i.e. mean, rms and stresses at Rey ~ 1968, initial-
ized with a hyperbolic tangent profile specified in
Eq. (7). This investigation is further extended to ana-
lyze skin friction, shape factor, energy spectra and
several evolution profiles for temporally developing
turbulent boundary layer.

It is found that for model parameters C = 9,
Z =400, a = 2/3 and the two-thirds LS mechanism,
the stream-wise velocity component matches to the
DNS results to a good degree. This shows the abil-
ity of ODT to capture transitions from the viscous
sublayer through the buffer layer into the log layer.
In case of rms velocity profiles, peak amplitude is
under-predicted using ODT compared to DNS data.
This behavior of ODT is already known from previ-
ous results.

Since, the ODT model is sensitive to some of its
model parameters, a parametric study was conducted
to analyze the influence of theses parameters on velo-
city statistics. The Z parameter has influence on the
starting point of the buffer layer. @ and C have im-
pact on the slope of the velocity in the log region and
the LS method have higher influence on the profile in
the outer log region.

The rms velocity profile is influenced slightly
and cross stresses are not influenced much by Z, «
and C parameters. However, frac domain and none
suppression mechanism have more influence on the
outer region. We find that ODT agrees well with the
DNS for C = 9, Z = 400, @ = 2/3 and two-thirds
mechanism. All these results show that ODT has
the capability to reproduce several velocity statistics
for incompressible temporally developing turbulent
boundary layers.
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