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Abstract

Unidirectional links are a common property of all wire-
less networks. In many cases, the range of these links ex-
ceeds that of bidirectional links by far. Still, most protocols
ignore their existence or simply discard them. In this paper
we introduce two new medium access control (MAC) pro-
tocols called MLMAC-UL and ECTS-MAC that are able to
transmit data over unidirectional links and receive acknowl-
edgment messages for them using a neighborhood discovery
protocol. Both protocols, as well as two reference protocols,
were evaluated in simulations and using a real sensornet-
work consisting of TMote Sky sensor nodes.

1. Introduction

Wireless sensor networks rise in importance every day,
as more and more possible applications are discovered and
implemented. These applications vary, but they all have one
thing in common: The nodes need to communicate with
each other and/or with a central sink. To enable this com-
munication, often a multi hop path from the nodes to the
sink has to be found, which is the duty of a routing protocol.
But before longer routes can be established, the communi-
cation between two neighboring nodes needs to be possible,
which is the job of the medium access control (MAC). Uni-
directional links present a problem for both layers, but ex-
periments like e.g., [8] have shown that unidirectional links
are common, and can often exceed the range of bidirectional
links. This increased range is an advantage for any routing
protocol that may use unidirectional links, because it re-
duces the number of hops, thereby reducing the number of
transmissions and consequently time and energy consump-
tion.

Different routing protocols can work in the presence of
unidirectional links with different kinds of success. But

they all have one thing in common: They need a MAC pro-
tocol that can work with unidirectional links. If the MAC-
layer can only work on bidirectional links, it will only sup-
ply those to the routing protocol, effectively eliminating all
advantages the routing protocol might have had.

For this reason we decided to develop a MAC protocol
that enables the usage of unidirectional links. But we soon
discovered, that there is no such thing as the optimal MAC
protocol, and decided to develop two different ones for two
different scenarios: MLMAC-UL is designed for dense net-
works with a high network load while ECTS-MAC should
be used in sparse networks with low network load.

This paper is structured as follows: Section 2 describes
MLMAC-UL, a TDMA-based MAC. The contention based
ECTS-MAC protocol is shown in Section 3 . The evaluation
of both protocols can be found in Section 4 while Section 5
shows related work. We finish with conclusion and future
work in Section 6.

2. MLMAC-UL

In previous work we introduced MLMAC [4, 5], a
TDMA based MAC protocol for mobile wireless sensor net-
works. MLMAC divides time into frames, which are in turn
divided into slots. Each node may use its own slot to trans-
mit data to its neighbors, a slot reappears each frame. Nodes
which have a common neighbor must have different slots to
prevent collisions. For static networks it is fairly easy to
find a schedule for all nodes that fulfills this property, for
mobile nodes it is much harder. MLMAC uses an adaptive
approach to enable each node in the sensor network to al-
locate a slot. In this approach there is no predefined starter
node as in LMAC [9], rather the synchronization of nodes
is started by the node that wants to transmit something first.

In MLMAC a node may have one of 7 different states,
and transitions from one to the other under certain condi-
tions. The complete state-machine can be found in [4].



In this section we introduce the changes we made to ML-
MAG, to stop only detecting unidirectional links and ignore
collision that occurred because of them. Rather, MLMAC-
UL uses a neighborhood discovery protocol to determine
neighbors that can be used to inform the originator of a uni-
directional link (the node that can be heard by the other one)
about the link and make it usable to forward messages.

The first addition is an independent neighborhood dis-
covery protocol, which is similar to the ones used in AMAC
[11] and PANAMA [1] (see Section 5). It transmits the
neighborhood table of a node periodically but seldom. In
the case of changes, only small update messages are sent.
The periodic sending of tables is used to remove any errors
resulting from loss of update packets.

Another change in MLMAC-UL is the fact that nodes
can give up their slots. If a node has transmitted only status
messages for a certain time (e.g., 6 frames) it will inform its
neighbors that it is giving up the slot and that it may be used
by another node. Moreover, a node may not only hold one
slot in MLMAC-UL. Rather, each node can use as many
slots as it needs by claiming any unused ones, when it has
to transmit lots of data. Once the sendqueue is emptied, it
can give the additional slot up one after the other. For this
to be effective it is useful to define a larger framesize from
the beginning, so that there are always enough free slots
available. This ability to hold more slots was introduced
to reduce the delay and make MLMAC a better competitor
against contention based protocols.

Each node maintains a list of all its neighbors. Three
entries define this list: The link quality, the unidirection-
ality status and the compressed neighborhood information
from that neighbor. The link quality can be good (more
than 90%reception rate), medium (between 30% and 90
% reception rate) or bad (less than 30% reception rate).
The unidirectionality status can be either bidirectional, uni-
directional_sender or unidirectional receiver. The com-
pressed neighborhood list is maintained by the neighbor-
hood discovery protocol and used to identify the 2-hop-
neighborhood of the current node.

The statemachine of MLMAC-UL can be seen in figure
1. The arrows in the figure represent the transitions between
states and are described in the following.

(1) When a node needs to acquire its first slot it switches
into the state UNSYNC. (2) The node was in state UNSYNC
for one frame. It chooses a slot and transitions into the
SYNC-state. If no slot was empty, the node stays in its
current state for another frame. (3) When its chosen slot
arrives, the node changes to state SLOTVERIFY. (4) The
node sends in its slots. After one frame, it reaches the
READY- state. (5) If a negative acknowledgment for the last
slot was received, the slot is deleted and the node changes to
state SLEEP. (6) The node returns to the WAT T-state after
a random amount of time. (7) Same as 5. (8) There is data
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Figure 1. The statemachine of MLMAC-UL

to be transmitted and no neighboring node is transmitting.
The node chooses a slot and an identification for the syn-
chronization. After waiting for a random time it transmits
the data and switches to READY. (9) If this node did not
communicate before or it had previously given up one slot
a new slot is acquired and the node changes into the state
SLOTVERIFY. (10) No messages from neighbors were re-
ceived for 5 frames even though this node is transmitting.
This means that this node is either completely isolated, or
has only unidirectional links to others, but no incoming link
from any of them. This node switches to the ALONE-state
and does not try to transmit anymore, even when data is
available. (11) A message from a neighbor was received,
which means that this node is no longer alone or a cer-
tain number of frames (e.g., 200) have passed. The node
switches to WAIT and starts again.

3. ECTS-MAC

ECTS-MAC (Extended Clear To Send MAC) is a con-
tention based protocol for sparse networks with rare com-
munication. It is similar to BW_RES [6] (see Section 5), be-
cause it also tries to forward the CTS message to reduce the
probability of collision. Unlike BW_RES, it does not calcu-
late distances and power levels. Also, all ECTS messages
are sent at the same time, whereas all BW_RES messages
are sent one after another. This leads to more collisions of
ECTS messages, but saves a lot of time. When a node re-
ceives a CTS message it forwards it with a certain probabil-
ity (see figure 2). Experiments have shown that 50% seems
to be the optimal value for sparse networks. If the proba-
bility is less, the ECTS message is not received by enough
neighbors. If it is higher, the ECTS packets collide more
often. These collisions are also the reason why the ECTS-
MAC should only be used in sparse networks, as the ECTS
packets would increase the network load in a dense network



too much. To a certain extend, this effect is alleviated by
reducing the probability of sending, but this also leads to
more nodes that do not receive the ECTS message. The
ECTS-MAC uses the neighborhood discovery protocol de-
scribed in the previous section to detect unidirectional links.
This is necessary to enable transmitting via a unidirectional
link, because acknowledgments need to be forwarded to the
sender using a second node.

A |[Fm
B CTS

c

D

5

F

Figure 2. Propagation of ECTS Messages

4. Evaluation

To measure the performance of MLMAC-UL and ECTS-
MAC, we evaluated them against two other protocols: The
original MLMAC and a modified version of MMP (Multi-
cast Mac Protocol) [2] (see Section 5). As its name sug-
gests, MMP was designed for multicast, not for broadcast.
We changed its behavior to enable broadcast transmissions,
and to enable it to use unidirectional links. For this, we once
again used the neighborhood discovery protocol described
above. We call the resulting protocol NMAC (Neighbor-
hood MAC). Because of the neighborhood discovery pro-
tocol, the node knows how many neighbors it has and ad-
dresses them all in the RTS packet. When a node receives
a RTS message it waits for a time corresponding to its posi-
tion in the RTS before transmitting a CTS. If it has received
at least one CTS, the sender of the RTS transmits the data
package after the time for all CTS messages has passed. For
our evaluations we used the discrete event simulator OM-
NeT++ [10] as well as real sensornet hardware. In all sim-
ulations the nodes transmitted with 19.2 KBit per second
and a transmission strength of 10 milliwatt. For our real ex-
periments we used TMote Sky sensor nodes from MotelV
corporation. These feature a MSP430 microcontroller with
a frequency of 8Mhz, 10 kB of Ram and 48 kB of flash.
The radio module is IEEE 802.15.4 compatible and trans-
mits 250kB/s, we configured the transmission strength to
-25dBm to enable a multi hop scenario.

4.1 Single Hop Scenario Simulation
In this scenario the application behavior for a direct one-

hop-neighborhood was simulated. The application tried to
send as fast as possible. It generated a packet with 110 bytes

data every 20 milliseconds, up to a total of 500 packets. In
this simulation, all 4 protocols achieved a packet reception
rate of nearly 100%. Figure 3 shows the amount of appli-
cation data transmitted by each protocol. The figure shows
that for 2-4 nodes the contention based protocols are able
to transmit more data than the TDMA based ones. When
more nodes are used, MLMAC-UL can once again gain an
advantage because of the usage of multiple slots per node.
As the number of slots was not changed for the MLMAC, it
always delivers the same amount of data.
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Figure 3. Data Transmitted 1-Hop Scenario

4.2 High Load Scenario Simulation

In this scenario a rectangle of 6 time 8 nodes was simulated.
The application tried to send as fast as possible. It gener-
ated a packet with 110 bytes data every 20 milliseconds, up
to a total of 500 packets. The node in the upper left corner
started transmitting, each other node began transmitting its
500 packets after it had received the first packet. From a cer-
tain time on, all nodes want to transmit at nearly the same
time, thus leading to a high network load. We evaluated the
number of packets that were transmitted flawlessly against
the number of nodes in the 2-hop-neighborhood. Figure
4(a) shows the percentage of successfully delivered pack-
ets for all 4 evaluated MAC protocols. As expected, the two
TDMA based protocols were much better suited for this sce-
nario then the contention based ones, which produced too
many collisions.

Figure 4(b) shows the average amount of data each node
was able to transmit for all 4 MAC protocols and the theo-
retical maximum. As can be seen, the ECTS-MAC is able
to transmit most application data, followed by MLMAC-
UL, MLMAC and NMAC. It is important to keep in mind
here that this in the amount of application data transmit-
ted, not received. If you correlate the bytes transmitted
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Figure 4. Rectangle Scenario

to the delivery ratio of the protocols, the performance of
the ECTS-MAC drops considerably. The original MLMAC
suffers from the fact that nodes may transmit only each
frame, whereas MLMAC-UL allows each node to use mul-
tiple slots.

Another evaluation using the 6 times 8 nodes rectangle
was used to determine the protocols’ ability to deal with
unidirectional links. To do this, we varied the rate of these
from 0 to 70% in steps of 10. Figure 4(c) shows that ML-
MAC and MLMAC-UL can cope with the unidirectional
links much better than ECTS-MAC and NMAC. Please note
that these results were achieved using the neighborhood dis-
covery protocol described above. If it is disabled, the per-
formance of MLMAC-UL drops considerable, because it
can no longer detect the unidirectional links and slots are
given up too often. For the other protocols the impact is
neglectable.

4.3 Mobility Simulation

In this scenario the 4 protocols were evaluated using mo-
bility with different speeds, random starting points and ran-
dom destinations. The application sent packets of 110 Byte
every second. This lead once again to a high network load.
Figure 5 shows the number of received packets for each pro-
tocol for the different speeds. Once again, MLMAC and
MLMAC-UL provide the best results, with ECTS-MAC
performing only a little worse. The strong problems of
NMAC are the result of a high rate of collisions. This is due
to the fact that nodes which are leaving each others vicinity
and thus produce a high number of transmission errors are
seen as unidirectional links by both nodes and thus not ad-
dressed in the RTS message. They don’t forward the CTS,
which leads to another rise in collisions. The problem gets
worse when nodes re-enter each others vicinity shortly after
leaving it, because their links remain marked as unidirec-
tional too long.
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Figure 5. Received Packets

4.4 Simulated Flooding over 50 hops

In this set of simulations, the performance under low net-
work load is evaluated. For this, a line of 6 to 51 nodes was
used, where each node was only able to communicate with
its direct neighbors. Table 1 shows the time needed by each
protocol to deliver a message over 50 hops. The times for
the TDMA protocols are divided once using 5 slots and once
using 31. Even though there were enough unused slots, the
MLMAC-UL did not acquire new ones, because there was
not much data to be sent and the sendqueue only ever held
one packet. This leads to nearly the same time (one frame)
needed as when using the original MLMAC, as the time
for one hop only depended on the frame length. For all
protocols, the time needed to reach the last node increased
linearly with the number of nodes in use.



Table 1. Time Needed for 50 Hops (ms)

NMac 3,77
MLMAC-UL 70,29
MLMAC 69,25
ECTSMac 3,63
MLMAC-UL 5 Slots | 12,32
MLMAC 5 Slots 10,79

4.5 Packet Overhead

This last evaluation in the simulator was based on the
same topology as the high load scenario, but the size of the
data generated by the application was varied between 20
and 110 Byte. It transmitted at random intervals between
0 and 5000 milliseconds. Figure 6 shows the relative over-
head each protocol produced (Protocol Bytes/Total Bytes)
for increasing size of the 2-hop-neighborhood. The calcula-
tion includes the periodic messages from the TDMA based
protocols and the RTS, CTS and ECTS messages from the
contention based protocols. It can be seen that NMAC pro-
duces by far the highest overhead, followed by the ECTS-
MAC. Thus, contrary to common belief, sending periodic
status messages does not produce a high overhead.
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4.6 Direct Neighborhood Experiments

In these experiments the application sent 500 packets of
size 110 Byte every 10 Milliseconds. They were performed
using 3, 7, 11 and 16 nodes. Figure 7 shows that for a
small number of nodes all protocols perform relatively well.
With an increasing number of nodes the performance of first
NMAC and and then MLMAC drop considerably.
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Figure 7. Packet Delivery Ratio

4.7 High Load Scenario Experiments

For these experiments we placed 14 TMote Sky sensor
nodes on the floor in a building. As there are no ways to
define link quality in a real experiment we could only mea-
sure it. Figure 8 shows the resulting communication graph.
It can be seen that the radio neighborhood of the nodes and
the link quality differ a lot.
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Figure 8. Linkgraph where g denotes the link
quality

The application was once again the one producing the
high network load. The left side of Figure 9 shows the aver-
age time needed to transmit one packet. MLMAC-UL and
ECTS-MAC were the fastest ones, with MLMAC follow-
ing and NMAC bringing up the rear. On the right side of
the figure you can see the total number of received packets
for each protocol. All protocols received nearly the same
amount of messages, with only NMAC being considerably
better. But this fact has to be put in perspective: all 4 proto-
cols were evaluated one after another, using the same nodes
and, most important, the same batteries. NMAC was the
first protocol to be evaluated, which means that is had the
advantage of fresh batteries which have been shown to have
a positive effect on the range of the transceivers and thus
link quality.
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4.8 Memory Consumption

On Figure 10 the memory consumption of the protocols
is shown, with 3 slots for the TDMA protocols on the left
and 16 slots on the right. It is also differentiated whether
the neighborhood discovery protocol was used or not, only
the original MLMAC is shown only once, because it never
uses that protocol. Please note that the numbers shown are
for RAM consumption, the usage of flash memory follows
the same distribution. On the figure it can be seen that
MLMAC-UL needs most memory and ECTS has the lowest
memory consumption. Combining this fact with the other
results leads to the observation that for networks with low
memory allowance and few nodes the ECTS-MAC should
be chosen while the MLMAC-UL is best suited for denser
networks with high load.
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5. Related Work

The problem of unidirectional links has been recognized
before, and protocols have been developed which can use
them.

The Multicast MAC protocol (MMP) [2] does not di-
rectly address the problem of unidirectional links, but it
offers an easy way to realize a multicast communication,
which can easily be increased to broadcast. BMMM [12]

and Maclayer Multicast [3] follow a similar approach.
MMP is an extension of the IEEE 802.11 MAC in DCF
mode. The Request To Send (RTS) message of MMP con-
tains the addresses of all nodes that should receive the mul-
ticast message. When a node receives this RTS, it waits
a certain time, correlating to its position in the RTS, and
sends a CTS. When the slots for all CTS messages have
passed and the sender of the RTS has received at least one
CTS, it begins transmission of the data packet. After the
transmissions, the acknowledgment messages are send by
all of the receivers in the same order as the CTS messages.
While MMP needs to wait a time corresponding to the num-
ber of nodes addressed in the RTS message before sending
data packets, ECTS-MAC waits only the time needed for
a single ECTS message, thus providing much better scal-
ability. Also, the size of the RTS is reduced drastically in
ECTS-MAC, because the list of receivers is omitted.

AMAC [11] is built on top of the Sub Routing Layer
(SRL) project [7], which is used to detect unidirectional
links. When SRL is used with a routing protocol, it pro-
vides the abstraction of a network with only bidirectional
links. To do this, it must identify unidirectional links, and
find a suitable reverse route leading through multiple nodes.
This is done using a reverse distributed Bellman-Ford al-
gorithm. SRL also monitors the network for link changes.
AMAC uses the information from SRL to make unidirec-
tional links usable on the MAC layer. Four new types of
messages are introduced to make communication over uni-
directional links possible by forwarding protocol messages
through neighboring nodes. AMAC uses a complex for-
mula to identify the right nodes to forward all four types
of messages, while the transmission of ECTS-messages in
ECTS-MAC is done probabilistic.

Another extension to IEEE 802.11 is BW_RES [6]. It
is based on the principal of forwarding CTS packets to all
nodes that may disturb the planned communication. To de-
termine how far a BW_RES message must be forwarded,
the transmission strengths of all nodes must be known. The
lowest one equals one unit, the highest one N units. The
authors show that a CTS message needs to be retransmitted
2N-1 times to ensure that it is heard at least N units dis-
tant. A node that receives a CTS message waits between 0
and 6 SIFS before transmitting the BW_RES packet to pre-
vent collisions. While this approach ensures that data com-
munication in the presence of unidirectional links is pos-
sible, it delays the transmission and increases the network
load proportional to the maximum difference in transmis-
sion strengths of nodes. In comparison, the network load
produced by ECTS-MAC is rather low, depending on the
chosen probability.

PANAMA (Pair wise Link Activation and Node Acti-

vation Multiple Access) [1] consists of two different al-
gorithms. PAMA-UN (Pair wise link Activation Multiple



Access Unidirectional Networks) is intended for unicast
communication, while NAMA-UN (Node Activation Multi-
ple Access for Unidirectional Networks) supplies broadcast
communication. PANAMA is based on CDMA (Code Di-
vision Multiple Access) and uses DSSS (Direct Sequence
Spread Spectrum). Also, Time is divided into slots. In
each slot, nodes with orthogonal spread codes can trans-
mit simultaneously. Codes are reassigned every slot, nodes
compete for the codes by comparing their priority. The
node with the highest priority has won the medium and
all its neighbors configure their radio modules to use its
spread code. The link characteristic (bidirectional or unidi-
rectional) is a part of the bandwidth value which is featured
in the computation of the priority. The main difference be-
tween NAMA-UN and PAMA-UN is the way priorities are
computed. In NAMA-UN, the priority depends on the send-
ing node, whereas in PAMA-UN it is calculated using all
incoming links of both nodes participating in the communi-
cation. The most complex part of PANAMA is the calcu-
lation of priorities. Each needs to know the exact priorities
of all its neighbors at any time. MLMAC-UL is completely
based on local decisions.

6. Conclusion and Future Work

We have introduced two new MAC protocols for wire-
less sensor networks. MLMAC-UL is an extension to the
TDMA based MAC protocol MLMAC, which enables the
usage of unidirectional links and multiple slots per node,
which decreases latency in high load situations consider-
ably. ECTS-MAC is a contention based protocol with a
small memory footprint which informs nodes farther distant
that may still disturb a communication by sending an Ex-
tended CTS message from a certain percentage of the nodes
that received a CTS-message. Both protocols were evalu-
ated in simulations using the OMNeT++ simulator and a
real sensor network consisting of TMote Sky sensor nodes.
Both presented protocols have their advantages and disad-
vantages. The choice of protocol depends on a number of
factors: The node density, the assumed network load and
the memory available. When memory is not a problem,
MLMAC-UL is the protocol of choice, because it can han-
dle heavy load situations quite well. On the other hand, if
the expected traffic is low and the network is only sparsely
populated, ECTS-MAC should be used, because it leaves
more memory for the other protocols and the application
that should be used on the nodes.

Now that we have designed, implemented and evaluated
our MAC protocols, we will begin the design of adequate
routing protocols that use unidirectional links, and are based
on the MAC protocols described here, maybe using the
same or a variant of the neighborhood discovery protocol
described in this work.
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